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Abstract  

This paper deals with the development of an approach for diabetes classification harnessing Convolutional-

Neural-network (CNN) and a Long-Short-Term-Memory (LSTM) model. The proposed method harnesses the 

strengths of LSTM and CNN architectures to effectively capture sequential patterns and extract meaningful 

features from the input data. A comprehensive dataset containing relevant features for diabetes patients is used 

to train and evaluate the classifiers. Evaluation metrics such as kappa score, F1-score, accuracy, precision, and 

recall are employed in ordre to assess the performance of each model. The results demonstrate that the CNN- 

LSTM model outperforms other models, including Logistic Regression, Random Forest, SVM, and KNN, 

achieving an impressive accuracy of 97%. These findings shed light on the effectiveness of the proposed 

approach in accurately classifying diabetes, resulting in significant advancement in diabetes diagnosis and 

treatment and opening up exciting possibilities for personalized healthcare. 
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1. INTRODUCTION  

Diabetes is a chronic disease characterized by 

inadequate insulin production or utilization, posing a 

significant global health challenge. Its prevalence 

has been steadily increasing over the years, reaching 

alarming numbers. In 2021, the worldwide diabetic 

population reached a staggering 537 million, with 

projections estimating 643 million by 2030 and a 

concerning 784 million by 2045. This rise in cases 

has profound implications for public health, 

mortality rates, and healthcare systems worldwide 

[1]. 

In response to the complexities of diabetes 

management, there has been an increasing focus on 

utilizing advanced technologies and data-driven 

approaches. This interest has led to the exploration 

of machine learning algorithms and neural network 

models, which offer potential benefits in enhancing 

the accuracy and efficiency of diabetes diagnosis and 

treatment. These techniques have the ability to 

analyze extensive and complex datasets, extract 
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significant patterns and insights, and create 

personalized systems for classifying and predicting 

diabetes [2-3].  

Utilizing machine learning for the purpose of 

enhancing diabetes management holds promise for 

early diagnosis, risk prediction, treatment 

optimization, and the development of personalized 

interventions [4-6]. By continuously improving 

classification performance and leveraging the 

ongoing advancements in machine learning, 

researchers aim to enhance diabetes care and 

contribute to the global fight against this chronic 

disease. 

Machine learning methodologies have captured 

the attention of varied research, investigating their 

application in diabetes classification and prediction. 

Polat and Güneş [7] suggested a sequential learning 

approach that merges Least Square-Support Vector 

Machine (LS-SVM) with Generalized Discriminant 

Analysis (GDA). They achieved an accuracy of 

78.21% using LS-SVM and reported a classification 

accuracy of 79.16% using both GDA and LS-SVM 

with 10-fold cross-validation. Another study by 

same author [8] that integrates Principal Component 

Analysis (PCA) and the Adaptive Neuro-Fuzzy 

Inference System (ANFIS), the attained 

classification accuracy reaches 89.47%. Kannadasan 

et al. [9] developed a general regression neural 

network for diabetes diagnosis, attaining a 

classification accuracy of 80.21%. Additionally, a 

multilayer neural network-based approach achieved 

a classification accuracy of 77.08% [11]. Caliskan et 

al. [10] proposed a training strategy for a deep neural 

network classifier using the L-BFGS algorithm and 

evaluated it with various datasets, including the Pima 

Indian diabetes dataset. They reported a 

classification accuracy of 77.09% for the Pima 

Indian diabetes dataset. 

Zhu et al. [12] introduce a data mining-driven 

model designed for the early detection and 

forecasting of diabetes. The model integrated PCA, 

k-means clustering, and logistic regression 

algorithms to improve both clustering and 

classification accuracy. In comparison to prior 

research, the experimental findings showed that 

integrating PCA improved the effectiveness of the k-

means clustering algorithm, resulting in 25 more 

accurately categorized cases. Furthermore, the 

logistic regression classifier achieved a higher 

accuracy of 1.98% using the proposed model. 

Mercaldo et al. [13] presented a strategy for 

classifying diabetic patients based on WHO criteria, 

utilizing state-of-the-art machine learning 

algorithms. They evaluated real-world data and 

trained the model using six different classification 

approaches. The Hoeffding Tree method achieved a 

precision of 0.770 and a recall of 0.775 using the 

PIMA Indian community dataset in Phoenix, 

Arizona. Qawqzeh et al. [14] conducted a study on 

the classification of diabetes data using logistic 

regression. They employed a training dataset with 

459 patients and a testing dataset with 128 patients, 

reporting a classification accuracy of 92% using 

logistic regression. However, a limitation of their 

study was the absence of a comparison with other 

diabetic prediction models, leading to a lack of 

validation for their proposed model. Tafa et al. [15] 

developed a diabetes prediction model through the 

integration of naïve Bayes and support vector 

machine algorithms. They divided the dataset into a 

50% training set and a 50% testing set, achieving an 

accuracy of 97.6% with their ensemble model. 

However, the authors did not mention any 

preprocessing techniques for data filtering. 

Hussain and Naaz [16] conducted a review 

comparing the accuracy of various machine learning 

techniques, such as random forest, Naïve Bayes, and 

neural networks. They evaluated these algorithms 

using the Matthews correlation coefficient. 

In addition, Table 1 highlights a significant 

drawback that is consistently observed across all 

methods: the low classification performance. This 

finding emphasizes the need for further 

advancements in classification techniques to address 

this challenge effectively. 

Within this research article, a new methodology 

is presented that combines Convolutional Neural 

Network (CNN) with Long Short-Term Memory 

(LSTM) models is developed and tested for the 

classification of the PIMA dataset. The classification 

performance of the proposed method is compared 

with other approaches, including Logistic 

Regression, Random Forest, Support Vector 

Machine (SVM), and k-Nearest Neighbors (KNN).  

This paper presents the methodology and 

findings of our study. Section 2 presents the 

methodology of our study, detailing the dataset, 

preprocessing techniques, used algorithms, and 

evaluation metrics. In Section 3, the focus is on 

presenting and analyzing the results obtained, and a 

discussion of the findings. In closing, Section 5 

summarizes the main results of the paper. 

2. METHODOLOGY  

The methodology employed in this research, as 

illustrated in Fig. 3., it involves several steps for 

analyzing the Pima Indian diabetes dataset. 

Preprocessing and balancing techniques have been 

applied to ensure data quality, including addressing 

missing values, outliers, and feature engineering. 

The dataset was divided into distinct training and 

testing subsets, facilitating the process of both 

training the model and conducting evaluations. K-

fold cross-validation with k=6 is used for robust 

evaluation, and various machine-learning algorithms 

were selected for analysis. Performance metrics such 

as accuracy, precision, recall, F1-score, and kappa 

score were used to assess the models. Overall, the 

methodology ensured reliable findings on the 

effectiveness of the selected algorithms for the Pima 

Indian diabetes dataset. 
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2.1. Data preprocessing  

Dataset 

The used dataset is summarized in Table 2, it 

consists of 2000 records, each containing information 

on various features related to diabetes. Statistics that 

provide valuable insights into the dataset and sample 

of the dataset are shown in The mean values indicate 

the average levels of glucose, pregnancies, skin 

thickness, blood pressure, insulin, age, diabetes 

pedigree function and BMI (Body Mass Index). The 

standard deviation highlights the variability in the 

data, with higher values indicating a wider range of 

values for certain features such as insulin. The 

minimum and maximum values reveal the range 

covered by each feature, while the quartiles offer 

information on the distribution and spread of the data. 

These statistics collectively provide a comprehensive 

overview of the dataset, aiding in understanding its 

characteristics and potential patterns for diabetes 

classification. 

 
Table 1. A literature review of existing machine learning 

in diabetes classifiers in diabetes 

Ref. dataset CV  Evaluation Algo. 
ACC

% 

[17] PIDD none 
ACC, and 

MCC 

Pycare

t 
90 

[18] PIDD 5 

Sp 

Sn 

 AUC 

DT 

RF 

MLP 

KNN 

AB 

NB 

XB 

78.9 

[19] 

Luzho

u and 

PIDD 

5 

ACC 

Sp 

MCC 

Sn 

RF 

J48 

NN 

80.84 

[20] PIDD 5-10 

Sp 

PPV 

Sn 

NPV  

ACC 

LDA 

NB 

QDA 

GPC  

81.97 

[21] 
NHA

NES 

2-5-

10 

ACC 

Sn 

FM 

NPV 

PPV 

AUC 

DT 

NB 

RF 

AB 

92.75 

[22] PIDD - ACC 
RF 

NB 
74.46 

[23] PIDD - 

NPV 

PLR 

NLR PPV 

DP ACC 

Sn Sp  

NB 

DT 

KNN 

SVM 

RF 

82.3 

[24] PIDD - 
ACC Sn 

Sp 
MLP 77.5 

[25] PIDD - 
Recall 

ACC Sp  

NB, 

SVM, 

and 

DT 

76.3 

[26] ENRC - ACC DT 84 

[27] PIDD - ACC NN -- 

Data Cleaning 

In the data preprocessing phase, data cleaning 

stands as a crucial and indispensable step, aimed at 

improving the quality and reliability of the dataset. 

Several techniques can be employed to perform data 

cleaning effectively. handling missing values is 

crucial. Missing values can either be imputed using 

techniques like mean, median, or mode, or if the 

missingness is significant, the associated rows or 

columns can be eliminated. 

To address the class imbalance in the dataset, 

where Class 0 has 1316 samples and Class 1 has 684 

samples (see Fig. 1), it is important to balance the 

classes to avoid biased predictions. One approach to 

achieving class balance is through resampling 

techniques. Resampling involves either increasing 

the minority class samples (oversampling) or 

decreasing the majority class samples (under-

sampling) (see Fig. 2). 

 

Fig. 1. Classification of dataset outcome 

 

 

Fig. 2. Example of resampling 

 

Hybrid learning technique for a dataset 

In our study, the challenge of class imbalance in 

the dataset has been addressed by employing a 

hybrid technique called Balanced Bagging. This 

approach combines bagging, which leverages the 

power of ensemble learning, with resampling 

techniques. The aim is to enhance the precision of 

data classification within an imbalanced dataset. 

This can be achieved by creating an ensemble 

classifier consisting of decision trees trained on a 

balanced subset of the data. The resulting balanced 

dataset, obtained through the application of the 

Balanced Bagging technique, was then utilized for 

subsequent analysis and model training. This 

strategy effectively mitigated the impact of class 
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imbalance and increased the robustness of our 

machine-learning models. 

By analyzing Fig. 4 which represents the 

correlation matrix of the balanced dataset, we gained 

valuable insights into the relationships between the 

features. The correlation coefficients allowed us to 

identify potential associations and dependencies 

among the variables, providing essential information 

about the interplay between different features and 

their impact on the target variable. 

 

Fig. 3. Architectural design of employed models. 

 

Table 2. Excerpt of the dataset 

Pr G BP ST Insulin BMI DPF age 

Outcome 

Healthy/ 

Unhealthy 

1 89 66 23 94 28.1 0.167 21 No 

0 137 40 35 168 43.1 2.288 33 Yes 

3 78 50 32 88 31 0.248 26 Yes 

2 197 70 45 543 30.5 0.158 53 Yes 

1 189 60 23 846 30.1 0.398 59 Yes 

5 166 72 19 175 25.8 0.587 51 Yes 

0 118 84 47 230 45.8 0.551 31 Yes 

1 103 30 38 83 43.3 0.183 33 No 

1 115 70 30 96 34.6 0.529 32 Yes 

3 126 88 41 235 39.3 0.704 27 No 

 

Table 3. Description statistical of features of the dataset 

 Pr G BP ST Insulin BMI DPF Age 

Outcome 

Healthy/ 

Unhealthy 

count 2 000 2000 2000 2000 2000 2000 2000 2000 2000 

mean 3,70 121,18 69,15 20,94 80,25 32,19 0,47 33,09 0,34 

std 3,31 32,07 19,19 16,10 111,18 8,15 0,32 11,79 0,47 

min 0 0 0 0 0 0 0,08 21,00 0 

25% 1,00 99,00 63,50 0 0 27,38 0,24 24,00 0 

50% 3,00 117,00 72,00 23,00 40,00 32,30 0,38 29,00 0 

75% 6,00 141,00 80,00 32,00 130,00 36,80 0,62 40,00 1,00 

max 17,00 199,00 122,00 110,00 744,00 80,60 2,42 81,00 1,00 
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Fig. 4. Correlation matrix for the feature of the dataset 

 

K-fold cross-validation 

The K-fold C-V is a strategy frequently employed 

for classifier model selection and error estimation. In 

this paper, a k-fold cross-validation approach was 

used, as illustrated in Fig. 5, to split the PID dataset 

into multiple folds. In the inner loop. The K-1 folds 

were used for training the model and optimizing the 

hyperparameters through the grid search algorithm. 

In the outer loop, this process was repeated K times, 

with the best hyperparameters selected and the 

remaining fold used as the test data to evaluate the 

model's performance. To account for the imbalanced 

distribution of positive and negative samples in the 

PID dataset, stratified KCV was employed to 

maintain the original class proportions. The final 

performance metric was estimated using a specific 

equation (equation 1) [18].  

𝑀 =
1

𝐾
∗ ∑ 𝑃𝑛 ± √∑ (𝑃𝑛 − 𝑃̅)2 ∗

1

𝐾−1
 𝐾

𝑛=1
𝐾
𝑛=1 (1) 

The final performance metric (𝑀) for the 

classifiers is determined based on the performance 

metric of each fold (𝑃𝑛), where n ranges from 1 to 𝐾. 

Fig. 5. K-fold Cross-validation for Hyperparameter Tuning and Evaluation in the PID Dataset 
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2.2. Data classification 

 

Many algorithm classifications, such as Logistic 

Regression, Random Forest, SVM, coupled (LSTM 

& CNN), K-Nearest Neighbors, XG Boost, Gradient 

Boosting, and Naive Bayes, can be used for data 

classification. These algorithms employ various 

mathematical techniques and assumptions to 

determine the decision boundaries and make 

predictions based on the input features. 

Logistic Regression Correlate the input features 

and the probability of a binary outcome in 

mathematical form, using the logistic function, also 

referred to as the sigmoid function (equation 2), is 

employed to convert a linear combination of input 

features into a value ranging from 0 to 1. This 

transformed value represents the predicted 

probability (see Fig. 6) [18-29].  

 𝑦 =
𝑒(𝑏0+𝑏1𝑋)

1+𝑒(𝑏0+𝑏1𝑋)  (2) 

Where: 

𝑥 = input value, 

𝑦 = predicted output, 

𝑏0 = bias or intercept term, 

𝑏1  = coefficient for input (𝑥), 

 
Fig.  6. Logistic Regression function 

 
Random forest employs a collective learning 

technique by combining multiple decision trees to 

generate predictions (see Fig. 7). It is a versatile 

model applicable for both classification and 

regression tasks [28].  

In a Random Forest, every decision tree is built 

using a randomized subset of the training data and a 

random subset of the input features. This 

randomness helps to create diversity among the 

trees, making them less prone to overfitting and 

improving the overall predictive performance. 

The mathematical equation for a single decision 

tree is as follows (equation 3): 

 𝑦 =  𝑓(𝑥) (3) 

y: represents the predicted output or class label. 

x: represents the input features. 

XGBoost (eXtreme Gradient Boosting) is an 

highly optimized framework that has gained 

popularity in machine learning competitions and 

various real-world applications. It is based on the 

gradient boosting algorithm and is known for its 

efficiency, scalability, and performance [30].  

The XGBoost algorithm aims to construct a 

resilient predictive model by amalgamating 

numerous less potent predictive models, frequently 

decision trees, in a cumulative manner. It iteratively 

builds decision trees and minimizes a specific 

objective function, incorporating both regularization 

techniques and gradient-based optimization [33]. 

The mathematical equation for XGBoost can be 

described as follows (equation 4): 

 𝑦 =  𝛴(𝑏𝑠  +  𝜂 . 𝛴(𝑤𝑡 . 𝑝𝑡)) (4) 

Where: 

𝑦 represents the predicted output or class label, 

𝑏𝑠: 𝑏𝑎𝑠𝑒_𝑠𝑐𝑜𝑟𝑒 is the initial prediction made by the 

model, 

𝜂 (𝑒𝑡𝑎) is the learning rate that controls the 

contribution of each tree to the final prediction, 

𝑤𝑡: 𝑡𝑟𝑒𝑒_𝑤𝑒𝑖𝑔ℎ𝑡 is the weight assigned to each 

individual decision tree, 

𝑝𝑡: 𝑡𝑟𝑒𝑒_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 represents the prediction made 

by an individual decision tree, 

In Fig. 8, the training dataset is initially fed into 

classifier 1. The classifier predicts hyphens (-), 

indicated by the yellow background, and plus signs 

(+), indicated by the blue background. 

 

 
Fig.  7. Random Forest algorithm 
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However, classifier 1 makes two incorrect 

predictions of hyphens and one incorrect prediction 

of a plus sign, which are highlighted with circles. 

The weights assigned to these misclassified data 

points are then increased, and they are passed on to 

classifier 2. 

Moving on to classifier 2, it correctly predicts the 

two hyphens that classifier 1 had initially 

misclassified. However, classifier 2 also introduces 

some new errors. This process continues with 

subsequent classifiers, each attempting to correct the 

errors made by the previous classifiers. 

By the end of this iterative process, a final 

combined classifier is obtained, which successfully 

predicts all the data points correctly. This ensemble 

approach leverages the strengths of multiple 

classifiers to improve overall accuracy and 

performance. 

Gradient Boosting is a versatile machine-

learning technique utilized for both regression and 

classification tasks. It belongs to the family of 

ensemble methods and operates by combining 

multiple weak predictive models, often decision 

trees, to construct a powerful and accurate predictive 

model [32]. 

1. Initialization: 

Assign initial weights to the training examples: 

𝑤𝑖
0 , where i represents the index of the training 

example. 

2. Boosting Round: 

Fit the weak model to the training data: 𝑀𝑡(𝑋) , 

where 𝑀𝑡(𝑋) represents the weak model at iteration 𝑡 

and 𝑋 represents the training data. 

Predict the values based on the weak model 

(equation 5): 

 𝐹𝑡(𝑋) =  𝑀𝑡(𝑋) (5) 

Calculate the residuals (In the context of 

anticipated and real values) of the current model 

(equation 6): 

 𝑟𝑖
𝑡   =  𝑦𝑖  −  𝐹𝑡(𝑥𝑖),  (6) 

where 𝑦𝑖  represents the actual value of the i-th 

training example and 𝑥𝑖 represents its features. 

Update the weight (equation 7): 

 𝑤𝑖𝑡+1 = 𝑤𝑖
𝑡 ∗ 𝑒

(−𝑙𝑟∗
𝜕𝐿(𝑦𝑖,𝐹

𝑡(𝑥𝑖))

𝜕𝐹𝑡(𝑥𝑖)
)

 (7) 

 

where L represents the loss function, 𝑙𝑟  is the 

learning rate hyperparameter, and 
𝜕𝐿(𝑦𝑖,𝐹𝑡(𝑥𝑖))

𝜕𝐹𝑡(𝑥𝑖)

 is the 

derivative of the loss function concerning to the 

predictions. 

3. Combine Weak Models: 

Combine the weak models (equation 8) by taking 

a weighted average of their predictions, where the 

weights are determined by their performance on the 

training data: 

 𝐹(𝑋) =  ∑ (𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑟𝑎𝑡𝑒 ∗  𝐹𝑡(𝑋))𝑇
𝑡=1  (8) 

K-Nearest Neighbors (KNN) is a flexible 

algorithm used for both of classification and 

regression tasks. It finds the K closest labeled data 

points to a new unlabeled data point and predicts its 

label or value established upon the prevailing 

majority vote or average of the neighbors' labels or 

values. KNN requires selecting the value of K, 

calculating distances (equation 9), identifying 

neighbors, and assigning the new data point to the 

most common class or average value among its K 

nearest neighbors [34]. 

 dist(x, z) = (∑ |xr − zr|p𝑑
𝑟=1 )

1

p (9) 

𝑀𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖 distance between two data points 𝑥 

and 𝑧 in a 𝑑-dimensional space. It calculates the 

distance by summing the absolute differences 

between the corresponding coordinates raised to the 

power of p, and then taking the p-th root of the sum. 

The Minkowski distance is a generalization of other 

distance metrics like 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑝 = 2) 

and 𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑝 = 1). 

Fig. 8. XGBoost working algorithm 
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Support Vector Machines (SVM) are a 

versatile supervised machine learning algorithm 

capable of handling both classification and 

regression tasks. They excel in solving binary 

classification problems by effectively separating 

data into two distinct classes [29]. 

The main idea behind SVM (see Fig. 9) is to find 

the optimal hyperplane serves as the decision 

boundary that maximizes the margin between data 

points of different classes. The hyperplane is defined 

as the separator, while the margin in a support vector 

machine refers to the gap between the separating 

hyperplane that divides the classes and the closest 

data points from each class. 

 
Fig. 9. Support Vector Machine (SVM) with 

Margin and Support Vectors in 2D Space 

 
Given a training dataset with labeled examples 

(𝑋, 𝑦), where 𝑋 represents the feature vectors and y 

represents the corresponding class labels (+1 or -1), 

the SVM algorithm solves the following 

optimization problem: 

Minimize (equation 10): 

 (
1

2
) ∗ ||𝑤||

2
 +  𝐶 ∗  𝛴𝑖

𝑁 𝜉𝑖 (10) 

Subject to (equation 11): 

𝑦𝑖  ∗  (𝑤𝑇 ∗ 𝑥𝑖  +  𝑏)  ≥  1 −  𝜉𝑖 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 (11) 
Where: 

𝑤 is the weight vector perpendicular to the 

decision hyperplane 

𝑏 is the bias term 

𝜉_𝑖 represents the slack variable for the i-th 

training example, allowing for misclassified 

examples or examples within the margin 

𝐶 is the hyperparameter is responsible for 

balancing the trade-off between maximizing the 

margin and minimizing the classification error. A 

smaller C value leads to a larger margin but 

potentially more misclassifications, while a larger C 

value allows for fewer misclassifications but a 

smaller margin. 

𝑁 is the total number of training examples.

The objective function in the optimization problem 

is composed of two terms: the first term [(
1

2
)  ∗

 ||𝑤||
2

] represents the margin maximization, and the 

second term 𝐶 ∗  𝛴𝑖
𝑁𝜉𝑖  represents the penalty for 

misclassifications or examples within the margin.  

Naïve Bayes is a machine learning algorithm 

rooted in probability theory, utilizing Bayes' theorem 

as its foundational principle. It is commonly used for 

classification tasks. The algorithm assumes that 

features are conditionally independent given the 

class label, which is a naive assumption but 

simplifies the computation [22].  

Overview of how Naive Bayes works: 

Training Phase: 

Calculate the prior probabilities (equation 12) of 

each class in the training dataset. 

For each feature in the dataset, calculate the 

likelihood probabilities of that feature given each 

class. 

Prediction Phase: 

Given a new input instance, calculate the 

posterior probability of each class using Bayes' 

theorem. 

The class with the highest posterior probability is 

assigned as the predicted class for the input instance. 

Mathematically, Naive Bayes calculates the 

probability of a class label given the feature values 

using the following equation: 

 𝑃𝑐|𝑓    =  (𝑃𝑐 ∗
𝑃𝑓|𝑐

𝑃𝑓
) (12) 

Where: 

𝑃𝑐|𝑓: 𝑃(𝑐𝑙𝑎𝑠𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) is the posterior 

probability of the class given the features. 

𝑃𝑐: 𝑃(𝑐𝑙𝑎𝑠𝑠) is the prior probability of the class. 

𝑃𝑓|𝑐: 𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠|𝑐𝑙𝑎𝑠𝑠) is the likelihood 

probability of the features given the class. 

𝑃𝑓: 𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) is the probability of the 

features. 

2.3. Proposed method 

1D CNN (Convolutional Neural Network).  

The architecture is a variant of the traditional 

Convolutional Neural Network (CNN) that is 

specifically designed for processing one-

dimensional sequential data. While the traditional 

CNN is primarily used for image-related tasks, the 

1D CNN is commonly used for tasks involving time 

series analysis, natural language processing, and 

other sequential data analysis [37-38].  

In the 1D CNN, the main idea is to apply filters 

to capture local patterns and extract relevant features 

from the input data. The filters slide across the input 

sequence, performing convolutions to produce 

feature maps. These feature maps represent the 

learned features from different positions of the input 

sequence. The 1D CNN architecture typically 

includes convolutional layers, pooling layers, and 

fully connected layers. The mathematical equation 

for the 1D CNN can be represented as follows 

(equation 13): 

 𝑂𝑢𝑡𝑝𝑢𝑡 = [𝐶𝑜𝑛𝑣(𝐼 . 𝐹)  +  𝐵] (13)  
Where: 

𝐼: 𝐼𝑛𝑝𝑢𝑡: The input sequence or data. 
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𝐹: 𝐹𝑖𝑙𝑡𝑒𝑟: The filter or kernel applied to the 

input. It is a learnable parameter that captures 

specific patterns in the data. 

𝐵: 𝐵𝑖𝑎𝑠: The bias term added to the output of the 

convolution operation. 

𝐶𝑜𝑛𝑣: 𝐶𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛: The operation of applying 

the filter to the input, which involves element-wise 

multiplication and summation.  

The 1D CNN applies multiple filters to capture 

different patterns in the input data, and the resulting 

feature maps are then processed further to extract 

relevant information for the task at hand (see Fig. 10) 

[35]. 

 
Fig.  10. One Dim-CNN architecture  

 
LSTM (Long Short-Term Memory)  

LSTM (Long_Short-Term_Memory) represents 

a sophisticated iteration of recurrent neural 

networks. Its key advantage lies in the integration of 

a memory cell, allowing it to retain and recall 

information over extended sequences [36]. The 

LSTM incorporates gating mechanisms (equations 

14 and 15), including forget, input, and output gates, 

to control the flow of information within the cell. By 

leveraging these gates and mathematical equations, 

LSTM effectively models and retains long-term 

contextual information [39]. In classification tasks, 

LSTM shines in sequence modeling by 

understanding the relationships between elements in 

a sequence, enabling accurate predictions. 

To perform classification, a classification layer is 

added on top of the LSTM layer, which can consist 

of dense layers and an appropriate activation 

function for the task. During training, the LSTM 

learns to minimize a specified loss function Through 

Backpropagation Through Time (BPTT) and 

updates its parameters accordingly. 

LSTM is a powerful and versatile architecture for 

classification tasks involving sequential data, 

capturing long-term dependencies, and achieving 

accurate predictions based on the order and context 

of the input sequence. 

 

 

 

Forget Gate: 

 𝑓𝑡 =  𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑓 . [ℎ{𝑡−1}, 𝑥𝑡] +  𝑏𝑓) (14) 

The forget gate decides which information to 

discard from the previous cell state (ℎ{𝑡−1})  and the 

current input (𝑥𝑡). 
Input Gate: 

 𝑖𝑡  =  𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑖 . [ℎ{𝑡−1}, 𝑥𝑡] +  𝑏𝑖) (15) 

  ̃{𝐶}𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝐶 . [ℎ{𝑡 − 1}, 𝑥𝑡] + 𝑏𝐶) (16) 

The input gate determines the new information to 

be stored in the cell state (equation 15, 16). It 

consists of two parts: the input gate (𝑖𝑡) controls 

which values are updated (equation 17), and the 

candidate values ( ̃{𝐶}𝑡) represent new candidate 

cell state values. 

Update Cell State: 

 𝐶𝑡 =  𝑓𝑡 ∗  𝐶{𝑡−1} +  𝑖𝑡 ∗  ̃{𝐶}𝑡 (17) 

The cell state (𝐶𝑡) is updated by combining the 

old cell state (𝐶_{𝑡 − 1}) with the candidate values 

scaled by the input gate. 

Output Gate: 

 𝑜𝑡  =  𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑜. [ℎ{𝑡−1}, 𝑥𝑡] + 𝑏𝑜) (18) 

 ℎ𝑡  =  𝑜𝑡 ∗  𝑡𝑎𝑛ℎ(𝐶𝑡) (19) 

The output gate (𝑜𝑡) (equation 18) controls which 

part of the cell state is output as the hidden state (ℎ𝑡) 

(equation 19) of the LSTM model at the current time 

step. 

In these equations, 𝑊𝑓 , 𝑊𝑖 , 𝑊𝐶 , 𝑊𝑜, 𝑏𝑓 , 𝑏𝑖 , 𝑏𝐶, and 𝑏𝑜 

represent weight matrices and bias terms that are 

learned during the training process. [ℎ{𝑡−1}, 𝑥𝑡] 

denotes the concatenation of the previous hidden 

state (ℎ{𝑡−1}) and the current input (𝑥𝑡) 1D CNN and 

LSTM 

Combining these architectures can leverage the 

benefits of both approaches, allowing for a 

comprehensive analysis of both local and global 

patterns as well as long-term dependencies in the 

data [40]. 

By utilizing a combination of 1D CNN and 

LSTM (see Fig. 12), the classification model can 

effectively capture intricate patterns and 

dependencies in sequential data. The 1D CNN can 

serve as an initial feature extractor, capturing local 

patterns and generating higher-level representations 

[40]. The LSTM can then process the sequential 

information and leverage its memory cell to retain 

and utilize long-term dependencies. By integrating 

these architectures, the model can make accurate 

predictions by considering both local and global 

contextual information. This combined approach is 

particularly beneficial for classification tasks where 

both local patterns and long-term dependencies play 

a crucial role, such as sentiment analysis, activity 

recognition, and financial market prediction [41-42] 

[49-51]. 
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Fig. 11. LSTM architecture cell 
 

 
Fig. 12. Combined architecture of one-dimensional convolution network with Long Short-Term Memory 

 

3. RESULTS AND EVALUATION 

 

Within section, the outcomes derived from 

assessing diverse classifiers through various 

machine learning algorithms on the Pima dataset. 

The performance of each classifier is assessed based 

on several evaluation metrics, including accuracy 

(equation 20), precision (equation 21), recall 

(equation 22), and F1-score (equation 23) Kappa 

coefficient (equation 24), MCC, and ROC AUC. The 

classifiers were trained and tested using a balanced 

dataset. 

The proposed combined LSTM and 1D-CNN 

model yielded impressive results when compared to 

the other algorithms employed in this study, thereby 

demonstrating its superiority and effectiveness (see 

Fig. 13). With a remarkable accuracy of 0.97, the 

model surpassed alternative approaches such as 

Logistic Regression (0.77), SVM (0.79), K-Nearest 

Neighbors (0.79), Naive Bayes (0.75), and Gradient 

Boosting (0.88). The precision score of 0.96 also 

outperformed the majority of the algorithms, with 

only Random Forest achieving a slightly higher 

value (0.99). Furthermore, the combined model 

exhibited a superior recall of 0.97 (see Fig. 16), 

surpassing Logistic Regression (0.58), SVM (0.63), 

and Naive Bayes (0.64). These compelling results 

were further validated by its impressive F1-score 

(Table 4) of 0.97, which exceeded most algorithms 

except for Random Forest (0.98). 

 𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (20) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (21) 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (22) 

 𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (23) 

where , 

TP represents True Positives, TN signifies True 

Negatives, FP corresponds to False Positives, and 

FN denotes False Negatives. 

 
Table 4. F1-score algorithm 

Model F1-score 

Naïve bayes 0.66 

Logistic Regression 0.67 

K-Nearest Neighbor 0.70 

SVM 0.71 

Gradient boosting 0.81 

XGBoost 0.96 

CNN+LSTM 0.97 

Random Forest 0.98 



DIAGNOSTYKA, Vol. 25, No. 1 (2024)  

Ayat Y, Benzekri W, El Moussati A, Mir I, Benzaouia M, El Aouni A: Novel diabetes classification … 

 

11 

In addition to the evaluation metrics mentioned 

previously, the Kappa coefficient (κ) was also 

calculated to assess the agreement between the 

predicted and actual classifications beyond chance.  

The Kappa coefficient is calculated using the 

following equation: 

 𝜅 =
(𝑃𝑜 − 𝑃𝑒)

(1 − 𝑃𝑒)
 (24) 

Where: 

𝑃𝑜 is the relative observed agreement, which is 

the proportion of instances on which the predicted 

and actual classifications agree, 

𝑃𝑒 is the probability of agreement expected by 

chance, 

The Kappa coefficient spans from -1 to 1, with 1 

signifying perfect agreement, 0 denoting agreement 

similar to chance, and negative values indicating less 

agreement than chance. 

The Kappa coefficient provides a robust measure 

of inter-rater agreement and helps assess the 

performance of the classifier beyond simple 

accuracy. It takes into account both the observed 

agreement and the expected agreement by chance, 

providing a more comprehensive evaluation of the 

model's performance. combined LSTM and 1D-

CNN model consistently outshined its counterparts 

in terms of other crucial statistical measures. The 

Kappa coefficient present in Fig. 14, a robust 

measure of agreement beyond chance, yielded an 

outstanding value of 0.95, reaffirming the model's 

ability to make highly accurate predictions.  

The Matthews correlation coefficient (MCC) 

(see Fig. 17) further bolstered the model's credibility, 

with a remarkable score of 0.95 indicating a strong 

correlation between predicted and actual 

classifications. Moreover, Fig. 15 shows the 

Receiver Operating Characteristic Area Under the 

Curve (ROC AUC) achieved a value of 0.97 

highlighted the model's exceptional discrimination 

ability, positioning it among the top-performing 

algorithms, rivaled only by Random Forest (0.98) 

and XG Boost (0.97). 

Table 5 presents a comprehensive comparison of 

various classification methods, along with their 

corresponding accuracies, based on the provided 

references. the proposed model stands out with an 

impressive accuracy of 97%, making it the top-

performing method in this comparison. This 

achievement underscores the effectiveness and 

robustness of our proposed model in accurately 

classifying the given dataset. The results highlight 

the superiority of our approach over other well-

known techniques such as K-means + Logistic, 

HPM, AMMLP, J48 (pruned), J48 (unpruned), and 

several others.  

By meticulously analyzing these performance 

metrics, we gain a nuanced understanding of the 

strengths of our combined LSTM and 1D-CNN 

model, reaffirming its excellence in predictive 

accuracy, correlation, and discrimination ability. 

These detailed insights serve to highlight the 

superiority of our approach over a spectrum of well-

established techniques. 

 
Fig. 13. Accuracy of all classifiers (Ascending 

Order) 

 

Fig. 14. Kappa sores for all models (Ascending 

Order)  

 
Fig. 15. ROC AUC score for all classifiers 

 
Table 5. Accuracy analysis of classifier methods 

Method Acc Reference 

Proposed Model 97% This paper 

K-means+Logistic 95.42% [48] 

NaiveBay 74.9%  

BayesNet 74.7%  

HPM 92.38% [43] 

AMMLP 89.93% [44] 

J48 (pruned) 89.3% [45] 

J48 (unpruned) 86.6%  

MLP 81.9%  

Hybrid model 84.5% [46] 
ELM 75.72% [47] 
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Fig. 16. Recall of all classifiers 

 

 

Fig. 17. Result of Matthews Correlation Coefficient (MCC) for all models 
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4. CONCLUSION 

 

In conclusion, this study introduced a novel 

approach for diabetes classification using a 

combined CNN- LSTM model, which outperformed 

other classifiers. The model effectively captured 

sequential patterns and extracted meaningful 

features, resulting in an impressive accuracy of 97%. 

The successful application of this model signifies a 

significant advancement in diabetes diagnosis and 

treatment. The effective implementation of this 

paradigm represents a big step forward in diabetes 

diagnosis and treatment. 

Looking ahead, integrating the developed model 

into a medical platform and extending its capabilities 

to predict other medical conditions hold immense 

potential for enhancing healthcare outcomes. 

Collaborations with healthcare institutions and 

research organizations will further validate the 

model's performance and applicability. Improving 

the model's interpretability and regularly updating it 

will ensure its long-term effectiveness. 

Implementing these future endeavors will culminate 

in a comprehensive medical platform that utilizes 

predictive models to enhance patient care, facilitate 

early detection, and support proactive interventions. 

By harnessing data-driven approaches, we can pave 

the way for personalized healthcare and contribute to 

the betterment of society's overall health. 
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